마르코프 체인과 페이지랭크 알고리즘 수식 분석

들어가며

책 또는 논문을 보면 종종 수식이 나온다. 수식이 어려운 것도 있지만 가장 큰 문제는 같은 방정식이라도 저자마다 매개변수를 다르게 사용하고 때로는 무언가를 생략해서 수식을 표현한다. 독자가 책을 건너 뛰어서 수식을 중간부터 봤기 때문에 이해를 못할 수도 있고, 저자가 너무나 당연히 생각해서 생략하는 경우도 있을 것이다. 따라서 본 문서에서는 수식의 기호를 먼저 정의하고 그 수식을 통해 개념들을 설명하겠다. 이 문서의 기본 가정은 어느정도 마르코프 체인와 페이지랭크에 대한 개념은 안다고 가정할 것이다.

1. 마르코프 체인의 수식

|  |
| --- |
|  |
| [그림 1] 마르코프 체인 예시 |

[그림 1]은 마르코프 체인의 예시이다. 마르코프 체인는 현재 상태의 확률 와 그 조건부 확률 을 통해서 다음 상태의 확률 를 구하는 것이다. 정확한 수식은 다음과 같다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 1) |

(식 1)에서 은 현재 상태를 나타내고 은 다음 상태를 나타내는 변수이다. 여기서 각각의 확률은 벡터 값이 아니라 스칼라 값이다. 일반적으로 마르코프 체인에서 조건부 확률을 과 같이 전이 확률(transition probability)로 표현하여 다음 상태의 확률을 표현하면 다음과 같다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 2) |

(식 2)의 식의 형태는 스칼라로 표현한 것이다. 이 식을 벡터와 행렬로 표현하면 다음과 같다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 3) |
|  |  | (식 4) |
|  |  | (식 5) |
|  |  | (식 6) |

(식 3)은 전이행렬(transition matrix)로 표현하며 (식 4)와 (식 5)는 각각 다음 상태의 벡터와 현재 상태의 벡터이다. 최종적으로 (식 6)은 (식2)를 벡터로 표현한 식이다.

개인적으로 (식 2)와 (식 6)과 같이 스칼라 형태와 벡터 형태의 변환이 자유롭게 되어야 한다고 생각한다. 어떤 개념을 설명하기 위해서는 때로는 스칼라의 형태로 설명하는 것이 쉬울 때가 있고, 때로는 벡터 형태로 설명하는 것이 쉬울 때가 있기 때문이다. 때로는 이러한 변환이 어떤 수식의 본질적인 의미를 볼 수 있게 해줄 수가 있다. 예를 들면 구글의 페이지랭크 논문([링크](http://ilpubs.stanford.edu:8090/361/))에 나온 수식은 다음과 같다.([위키](https://en.wikipedia.org/wiki/PageRank)에서 논문에 언급된 수식에 실수가 있는 것 같다고 해서 다음과 같이 수정했다.)

|  |  |  |
| --- | --- | --- |
|  |  | (식 6) |

(식 6)이 마르코프 체인를 나타내는 식이라고 바로 알아차리기 어려울 것이다. 하지만 위의 수식을 벡터로 변형해보고, 전이 행렬의 본질을 이해 했다면 위의 식이 마르코프 체인의 응용이라는 것을 쉽게 알아차릴 것이다. 여기서 본질을 이해한다는 것은 수학을 통해 수식의 구조 분석을 하고, 이를 통해 어떤 값이라도 전이행렬을 계속 곱하면 반듯이 수렴한다는 것을 알아낼 것이다. 이때 만족하는 조건을 찾아 내는 것이 전이 행렬의 본질을 이해한 것이라고 생각한다.

1. 예시를 통한 마르코프 체인

|  |
| --- |
|  |
| [그림2] 페이지 랭크 전이행렬 예시 |

[그림 2]는 페이지랭크 알고리즘에서 정의한 전이행렬이다. 이 전이행렬에 서로 다른 초기값을 가진 값을 곱하면 어떻게 될까? 그 결과는 다음과 같다.

|  |
| --- |
|  |
| [그림 3] 서로 다른 초기값의 전이행렬 곱 |

[그림 3]을 보면 서로 다른 초기값을 가지고 전이행렬을 곱해도 결국 하나의 값으로 수렴한다는 것을 알 수 있다. 그럼 여기서 궁금한게 있다. 이러한 성질은 항상 성립하는 걸까?

1. 마르코프 체인 성질 증명 1 (수렴이 되는 이유)

|  |
| --- |
|  |
| [그림 4] 고유값과 고유벡터의 간단한 정리 |

[그림 4]는 고유값과 고유벡터의 일반적인 성질과 수학기호 표시 방법을 정리한 것이다. 마크코프 체인의 경우 다음과 같은 차분 방정식(Difference Equation)으로 표현할 수 있다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 7) |

식 7의 일반해는 다음과 같다.([차분방정식 해법 링크](http://people.math.aau.dk/~cornean/IMM_E12/notes2011a.pdf))

|  |
| --- |
|  |
| [그림 5] 차분 방정식 일반해 |

차분 방정식을 풀기위해서는 고유값과 고유벡터를 구해야 된다는 것을 알 수 있다. 또한 선형종속과 선형독립의 개념을 이해해야 최종적인 일반해 형태를 이해할 수 있다. [그림 5]의 식에서 이 0 벡터가 아닌 값에 수렴하기 위한 조건은 다음과 같다.

* 적어도 1개의 고유값이 1이 되어야 한다.
* 고유값의 크기는 1보다 작아야 한다.

위의 조건이 반드시 성립하는 것을 보이기 위해서 전이행렬의 다음의 특성을 이용할 것이다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 8) |

식 8은 전이행렬을 만들기 위한 기본 조건이다. 이 조건을 이용하면 고유값의 크기는 1보다 작거나 같다는 것을 증명할 수 있다.

|  |
| --- |
|  |
| [그림 6] 행렬 기호 정의 |

[그림 6]은 고유값의 크기는 1보다 작거나 같다는 것을 증명하기 위해 사용된 행렬 기호들이다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 9) |
|  |  | (식 10) |

식 9는 행렬의 곱에 대한 결과이고 식 10은 행렬의 곱셈을 한 후 열의 합을 구한식이다. 식 8~10을 이용하면 [그림 7]과 같이 유도할 수 있다.([참고](https://www.math.fsu.edu/~dmandel/Primers/Markov%20Chains%20and%20Stationary%20Distributions.pdf))

|  |
| --- |
|  |
| [그림 7] 고유값이 1보다 작거나 같다는 것의 증명 |

[그림 7]의 증명을 통해서 고유값의 크기는 1보다 작거나 같다는 것을 알았다. 이를통해 [그림 5]의 식 은 발산하지 않는다는 것을 알 수 있다. 또한 식 8의 특성에 의해서 고유값을 1을 반드시 가지게 된다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 11) |

식 11은 항상 참인 값이다. 동시에 적어도 하나의 행은 선형종속 관계라는 것을 의미한다. 이 수식을 통해서 적어도 하나의 행은 0으로 이루어지고 이것은 determinant 값이 0이라는 것을 의미하고,([참고](https://twlab.tistory.com/40)) 이는 1이 행렬 의 고유값이라는 것을 의미한다. 또한 P-F theorem에 의하면 오직 단 하나의 고유값만 1이고 나머지는 1보다 작다고 한다.

|  |  |  |
| --- | --- | --- |
|  |  | (식 12) |

따라서 [그림 5]의 차분방정식의 일반해는 수렴하게 되고 그 결과는 식 12와 같게 된다.

1. 마르코프 체인 성질 증명 2 (초기값의 영향이 없는 이유)

다음은 초기값에 상관없이 항상 같은 값으로 수렴되는 이유를 증명하겠다. 증명방법은 [그림 8]과 같다.

|  |
| --- |
|  |
| [그림 8] 의 모든 원소의 합이 항상 1인 이유 증명 |

먼저 의 모든 원소값의 합이 항상 1인것 을 증명한다. 이는 즉 의 모든 원소값의 합이 항상 1인 것을 의미한다. 그리고 의 식에 의해서 모든 의 모든 원소값의 합이 항상 1이 된다는 것을 알 수 있다. 이 성질을 이용하면 식 12의 모든 원소의 합도 1이 된다고 판단해야하며, 이를 통해서 의 값을 초기값에 상관없이 구할 수 있다.

1. 페이지랭크와 마르코프 체인 간의 관계

|  |
| --- |
|  |
| [그림 9] 페이지랭크 수식에서 마르코프 체인과의 관계 |

[그림 9]는 페이지랭크 수식이 마르코프 체인과 관계가 있다는 것을 유도한 수식이다. 이를 유도하기 위해서는 수식의 제약조건들을 활용하면 된다.

|  |  |
| --- | --- |
|  |  |
|  |  |
| [그림 10] 서로 다른 초값의 페이지랭크 값의 변화 | |

[그림 10]은 식 7에서 서로 다른 초기값의 페이지랭크 값의 변화를 그래프로 그린 것이다. [그림 10]의 왼쪽 그래프는 초기값이 모두 같을 경우이다. [그림 10]의 오른쪽 그래프는 A노드의 초기값이 1이고 나머지는 모두 0인 경우이다. 이것으로 초기값에 상관 없이 하나의 값으로 수렴한다는 것을 알 수 있다.

마치며

시작은 마르코프 체인을 이해하고 실제 적용된 알고리즘을 통하여 수학이 왜 필요한지 결론을 낼려고 했다. 하지만 이해를 하면할 수록 명확한 결론을 얻지 못했다. 오히려 생각이 더 많아졌다. 하나의 예시를 통해서 수학이 왜 필요한지 설명하는 것은 지금은 못할 것 같다. 다음은 몬테카를로 마코프 체인 알고리즘에서 random work 현상을 피하기 위해서 헤밀토니안 방정식을 어떻게 적용하는지 정리 하겠다.